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Abstract: Protein Folding Prediction (PFP) is essentially an energy minimization problem formalised by the definition of a fitness function. Several PFP models have been proposed including the Hydrophobic-Hydrophilic (HP) model, which is widely used as a test-bed for evaluating new algorithms. The calculation of the fitness is the major computational task in determining the native conformation of a protein in the HP model and this paper presents a new efficient search algorithm (ESA) for deriving the fitness value requiring only \( O(n) \) complexity in contrast to the full search approach, which takes \( O(n^2) \). The improved efficiency of ESA is achieved by exploiting some intrinsic properties of the HP model, with a resulting reduction of more than 50% in the overall time complexity when compared with the previously reported Caching Approach, with the added benefit that the additional space complexity is linear instead of quadratic.
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1 INTRODUCTION

Proteins are the fundamental components of all living cells, with protein misfolding being recognised as a cause behind such diseases as Alzheimer's disease, Mad cow problem, Parkinson's disease, new variant CJD and type II diabetes [Goldberg, 2004]. To make any protein, ribosomes form a linear sequence of different amino acids, each taken from a codebook of 20 unique amino acids. This one-dimensional chain is then converted into a three dimensional shape called its relative conformation, which provides an insight into that particular protein’s functionality, and this has been one of the primary foundations for research into Protein Folding Prediction (PFP). The National Grand Challenge in bio-chemistry in the United States [Lamont and Merkie, 2003] previously identified both the importance and the very computationally intensive nature of this problem, with research not only being directed towards determining the in-vivo structures of naturally occurring proteins, but also promoting protein design. For any requisite fold, the corresponding amino acid sequence has to be predicted, a challenge commonly referred to as the inverse protein folding problem [Gupta et al, 2004], which is now the focus of research in the drug design area.

Amino acids are categorized as being either positively or negatively charged, and then based on side chain size; they are further sub-divided as tiny, small and large, even aliphatic or aromatic and so on. One feature that significantly impacts upon protein folding is hydrophobicity, which governs how amino acid residues are to be classified. The two categories are: i) Hydrophobic (H) or non-polar residues which are repelled by water [Allen et al, 2001], and tend to be inside the protein core; and ii) Hydrophilic or polar (P) residues which are attracted to water and tend to remain outside the protein core. These two components are the kernel blocks of the Hydrophobic-Hydrophilic (HP) model [Dill 1985] which is widely used in PFP applications. Moreover, the usage of HP model for inverse protein folding problem has been established recently [Gupta et al, 2004].

The native conformation for any amino acids chain is the conformation with the lowest energy and it is achieved when the numbers of hydrophobic-hydrophobic (H-H) pairs, referred to as topological neighbour (TN), is a maximum [Fogel and Corne, 2003]. By definition, a TN is an adjacent H pair that is a unit lattice distance apart, with the proviso, that those that are sequential with respect to the formed chain are excluded.

The native conformation of a protein is determined by the influence of several regular forces [Rune et al, 1999] applied to the amino acid sequence. While the HP model is widely used as an empirical vehicle, even a simplified PFP model incurs a high computational cost. For instance, for an amino acid
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chain of 150 means, the number of possible conformations becomes enormous since the total number will be \( n^{150} \) assuming \( n \) degrees of freedom. Perhaps not surprisingly, finding the conformation with the minimum energy in a 2D HP model has been proven to be a NP-complete problem [Crescenzi et al, 1998], so a non-deterministic search strategy needs to be employed. Previous techniques that have been used include Monte Carlo (MC), Genetic Algorithm (GA) [König and Dandekar, 1999; Takahashi et al, 1999; Unger and Moult, 1993a and 1993b; Yap and Cosic 1999], Evolutionary MC (EMC) [Bastolla et al, 1998; Liang and Wong, 2001], Simulated Annealing (SA), and Tabu Search with GA (GTB) [Jiang et al, 2003]. All these approaches are characterised to some extent by essentially being a random search with clues, yet they still incur a high computational overhead, with more iterations leading to a greater likelihood of achieving an optimum or near optimum solution for a given amount of time. Many approximation algorithms [Hart and Istrail, 1995; Mauri et al, 1999; Newmann, 2002] have also been developed to ensure faster protein folding computation, though exact prediction still remains an elusive goal, which provided the main motivation for the strategies presented in this paper to improve resource efficiency i.e., computational throughput.

The major objective for PFP in the 2D HP model [Santos and Santos, 2001 and 2004] is to manage the very large number of search operations as efficiently as possible, without compromising prediction accuracy. While the fitness function per se in HP model is simple, the aim is to limit the total number of samples tested to provide the best fitness value within a prescribed time interval. Optimization of the fitness computation has often been neglected, which is odd given that repeated fitness computations form a major component of the search process in non-deterministic approaches. There is a distinct absence of literature upon how to efficiently compute the fitness function, with the notable exception of [Hoque et al, 2004] which is analysed and compared later in the paper. An alterative strategy in [Santos and Santos, 2001 and 2004] proposed the use of a cache to reduce the computational load, though this incurred a higher time and memory overhead in comparison to the technique proposed by Hoque et al. in [Hoque et al, 2004]. This paper presents a new Efficient Search Algorithm (ESA) in respect to both time and space complexity. The time complexity of the Full Search Algorithm (FSA) is quadratic, whereas ESA has linear complexity and also requires less than 50% of the number of operations for fitness computation, when compared with the cache-based approach reported in [Santos and Santos, 2001]. Also, additional space complexity in ESA is linear, whereas it is quadratic in [Santos and Santos, 2001].

The remainder of the paper is organized as follows. In Section 2, the HP model and formulation of amino acid chain string is described, while Section 3 describes the FSA approach to computing the fitness value and Section 4 reviews the Caching Approach. Section 5 details the theoretical basis for ESA with a series of lemma proving the reasons for the improved computational performance, while Section 6 presents a computational complexity analysis. Section 7 describes the experimental results. Finally, some conclusions are given in Section 8.

2 HP MODEL

For any given amino acid sequence, a number of valid conformations are possible. A valid conformation has self-avoiding walk in the lattice model. The desired conformation is the one that has maximum number of TNs, so when searching, the higher the number of TNs, the lower the fitness function, and the closer that conformation is to the desired folding.

2.1. HP Model and Fitness Function

In a 2D HP model, the conformation is represented by placing the amino acid chain on a square lattice model. A conformation with a self-avoiding walk is a valid conformation; otherwise it is an invalid conformation. Figure 1 shows an HP model example for a fitness value of -9, where the hydrophobic and hydrophilic residues are represented by black and white squares respectively. A solid line connecting two squares indicates concatenated amino acids, while the dotted line indicates a TN pair.

![Figure 1: HP model comprising of hydrophobic and hydrophilic residues.](image)
The following approach, given in [Fogel and Corne 2003], has been used in the proposed work to measure the fitness function.

1) Initialize fitness function, \( F = 0 \)
2) Compute and identify all possible pairs of TN in the HP model
3) For each of these pairs, decrement fitness function, \( F \)

To compute \( F \), the chain string \( S \) is traversed to determine the number of TN pairs in the HP model. From Figure 1, it is clear there are 9 such pairs so the fitness function value is \(-9\).

In a 2D placement, the residues of the string can be represented by their Cartesian coordinates \((x, y)\). For the sake of simplicity and without loss of generality, it is assumed that the starting hydrophobic residue \( I \) is at \((0,0)\) (see Table 1). Also for presentation ease, the hydrophobic and hydrophilic residues are represented as binary ‘1’ and binary ‘0’ respectively.

### 2.2. Binary String Formulation

The chain of amino acid sequence in Figure 1 can be represented as binary string, \( S = [s_1, s_2, s_3, \ldots, s_n] \). Let us consider \( S' \) to be the string having \( n \) hydrophobic residues only from \( S \) and \( S' \) is an ordered number set holding index \( i \) of \( s_i \) where \( s_i \) has value ‘1’ and \( n \leq m \). Let, \( S' = [s_1', s_2', \ldots, s_n'] \). The relative lattice distance, \( d_i \), is measured from \( s_i' \) to any \( s_j' \), \( d_i = |x_i + y_i| \), where \( (1 \leq i \leq n) \). The values of \( d_i \) for various residues are shown in the last row of Table 1. For example, \( d_i \) in Table 1 is 5 which corresponds to the \( 12^{th} \) hydrophobic residue.

### 3 FULL SEARCH ALGORITHM (FSA)

This algorithm computes the fitness function \( F \), by comparing \( s_1' \) is firstly with \( s_2' \), \( s_3' \) ... \( s_n' \); then \( s_2' \) is compared with \( s_3' \), \( s_4' \), ... \( s_n' \), and so on. During comparison between \( (s_1', s_j') \), where \( i \neq j \), if the (non-diagonal) distance = the unit lattice, then \( F \) is decremented \( (F - 1) \). The initial value of \( F \) is assumed as \( F = 0 \). The complete steps involved in the FSA are given in Algorithm 1 below.

#### Algorithm 1: Full search algorithm

**Precondition:**
Fitness function \( F = 0 \); \( S' = [s_1', s_2', s_3', \ldots, s_n'] \);
Coordinates of the hydrophobic residue of \( S' \);

**Post condition:** Fitness value \( F \).

1. FOR \( i \):(1:\ n - 1) DO
2. FOR \( j \):(i + 1:\ n) DO
3. Compute distance \( d \) between \( (s_1', s_j') \)
4. IF \( d = 1 \) then decrement \( F \)
5. ENDFOR
6. ENDFOR

Hence, if the number of hydrophobic residues is \( n \), the computation of \( F \) takes \( O(n^2) \) time complexity.

### 4 CACHING APPROACH

Another approach reported in [Santos and Santos, 2001 and 2004], uses cache for reducing the computational load. For convenience it will be referred to as the Caching Approach [Santos and Santos, 2001] and involves the full chain sequence...
being re-mapped into a \( m \times m \) memory Matrix or, Grid \( G \), where \( m \) is the total number of residues in the chain. As shown in Table 1, a 2D array \( R(x, y) \) contains the coordinates of \( i^{th} \) residue, i.e.

\[
R[i][1] = x_i \quad \text{and} \quad R[i][2] = y_i \quad (3)
\]

With the chain length of \( m \) residues, it is re-mapped into \( G \) as

\[
G[1][1] = \min(x_i) \quad \text{and} \quad G[1][2] = \min(y_i) \quad (4)
\]

where, \( 1 \leq i \leq m \).

Now consider

\[
a \leftarrow (R[i][1] - x_{mn}) \quad \text{and} \quad b \leftarrow (R[i][2] - y_{mn}) \quad (5)
\]

\[G[a][b] \] is assigned either 'H' or 'P' depending on whether the \( i^{th} \) residue is hydrophobic or hydrophilic, respectively. For a 'H' in the cell of \( G \), four neighbours: \((a + 1, b), (a, b + 1), (a - 1, b)\) and \((a, b - 1)\) are examined as a possible TN match. Therefore, for the total of \( n \) hydrophobic residues, there will need to be \( 4n \) comparisons. Moreover, this approach keeps track of hydrophilic residue, which means further \((m - n)\) comparisons. So, total comparisons are \((4n + (m - n))\) or \((3n + m)\). For the \( 4n \) lookups, there must be a guard memory of \( 1 \) cell width around the \( m \times m \) grid, which requires \((4m + 4)\) guard memories. Finally, the total additional memory requirement for the Caching Approach is

\[
(m^2 + 4m + 4) \quad (6)
\]

5 REDUCING THE COMPLEXITY

By considering the even and odd index positions of a '1' in the string \( S \), groupings can be formed of either even-1 or odd-1 according to their index number. The orientation of the members of these groups elicits some very useful properties which can be exploited to reduce the time complexity.

5.1 Towards an Efficient Search Algorithm

The following lemmas are presented as the theoretical basis for constructing the new efficient search algorithm (ESA).

\[\text{Lemma 1: For any particular lattice point, the relative lattice distance of any odd-1 and any even-1 will never be equal.}\]

Proof: In a square lattice, an odd-1 can only be adjacent to even-1 and vice versa. Adjacent odd-1s differ from an even-1 by minimum of one lattice distance. So, the distance of even-1 in a particular lattice and the adjacent odd-1 with respect to that lattice point will always differ by an odd number by induction.

\[\text{Lemma 2: For any lattice point, if the relative lattice distance for any odd-1 is even then, all the odd-1 will have even lattice distance and all even-1s will have an odd lattice distance with respect to that point.}\]

Proof: Using Lemma 1, the distance from a particular lattice point to any odd-1 and to any even-1 will always differ by an odd number. Thus if the distance of particular point from an odd-1 is odd then the distance of any even-1 from that particular point is even and vice versa. By induction, this extends to all odd-1s and even-1s.

\[\text{Lemma 3: The relative distance between any two odd-1s and also between any two even-1s is always even.}\]

Proof: Using Lemma 2, from any particular point if any odd-1 has an even distance, then all odd-1s will have an even distance. The same is also true for any two even-1s.

To calculate the relative distance (i.e. last row of Table 1) for all hydrophobic residues with respect to a particular hydrophobic residue (i.e. \( s'_i \)), the following conditions are given.

1. Various subsets (called equidistant subsets) are formulated comprising of residues which are equidistant from the reference residue (i.e. \( s'_i \)). Using Lemma 1, odd-1s and even-1s fall into different equidistant subset.
2. Using Lemma 2, if a particular point is odd-1 then all even-1s will be odd distanced from that point and all odd-1s will be even distanced.
3. Using Lemma 3, for any hydrophobic residue, some odd-1s and some even-1s are alternatively separated on the basis of relative distance.
4. To compute F, odd-1s are only compared with the next adjacent even-1 (if it exists) which are separated by unit relative distance.

By exploiting these four propositions, the search process can now be implemented more efficiently as follows:
1. The comparison of \(s_i\) with \(s_j\), is redundant, if \(j = i \pm 1\), since these two residues are connected.
2. Only non-diagonal distances are computed thus avoiding the necessity for any floating point operations.
3. Use the following polarity property in Section 5.2 based on sign and relative distance of a residue, redundant comparisons can be eliminated because the various equi-distance groups are further subdivided with respect to their signs or polarities.

5.2. Polarity Property

To make the search efficient, the polarity (sign) of the coordinates of residues is exploited for matching purposes. The Figure 2 below shows the polarity consideration for the residues with respect to \(s'_1\). The symbols \((+, -, \ast)\) are used to indicate polarity, where + and – denote the relative signs of \((x, y)\) with respect to \(s'_1\) and ‘\(\ast\)’ defines no polarity i.e. it will be matched as don’t care provided the polarity of the other coordinate of a residue matches exactly.

![Figure 2: Polarity consideration for residues with respect to \(s'_1\).](image)

Thus both \((+, -)\) and \((+, \ast)\) as well as \((+, +)\) and \((+, \ast)\) are matchable while \((+, \ast)\) and \((\ast, +)\) or, \((+, \ast)\) and \((\ast, -)\) are examples of non matchable pairs. Similar pairs, for example \((+, +)\) and \((+, +)\) or, \((-, +)\) and \((-, +)\) are always matchable. In other words, as can also be seen from Figure 2, the residues with similar polarity will match with each other as well as with those residues which are located at its two adjacent positions.

5.3. Scheme for Polarity Encoding

For computational ease, an encoding scheme for identifying polarity is also implemented. As Figure 3 illustrates, the polarities are encoded as three bits. Two residues are considered matched when the encoding binary number of a residue finds either a same matching number or any of its two adjacent neighbours for another residue. For example, 010 not only matches itself, but also with its two adjacent neighbours, 011 and 001. By adding 001, the anti-clockwise immediate neighbour is found and by subtracting 001, the immediate clockwise neighbour is found, so the operation is a \(MOD\ 2\) addition and subtraction.

5.4. Efficient Search Algorithm (ESA)

In the ESA approach, the relative distance and polarities of all hydrophobic residues with respect to \(s'_1\) are calculated during the first scan. Let \(d_i\) be the distance of the \(i^{th}\) residue from \(s'_1\). Then for any two residues \(s'_{i}\) and \(s'_{j}\); there will be an H-H match if \(1 = -d_i d_j\) and also if the polarity of \(s'_{i}\) and \(s'_{j}\) is matched. The steps are summarized in the following Algorithm 2.

**Algorithm 2: Efficient search algorithm.**

**Precondition:**
- Fitness function, \(F\neq0; S' = (s'_1, s'_2, ... s'_n)\);
- Coordinates of the hydrophobic residues of \(S'\)

**Post condition:** Fitness value \(F\)
1. FOR \(i\) \((2 : n)\) DO
2. IF the distance between \(s'_1\) and \(s'_{i}\) = 1 THEN,
3. Form equidistant subsets based on residues which are equidistant from \(s'_1\) and which also have polarity match
4. ENDIF
5. ENDFOR
6. FOR \(i\) \((2 : n)\) DO
7. Count the number matches found
8. Decrement \(F\) for each match
9. ENDFOR

Table 2 is basically derived from Table 1, by considering the polarity of the \((x, y)\) coordinates. For those values where either \(x = 0\) or \(y = 0\), the
polarity is counted as ‘•’ instead of ‘+’. Hence, in Table 2, it is observed that 6(•, +) and 3(+, +) have a match, while 6 and 7 do not since they are connected. 6(•, +) and 15(−, •) are also not matched because of their polarity mismatches, as are 20(−, •) and 3(+, +), while 20(−, •) and 7(−, +) are matchable. A similar procedure is followed for all subsequent levels. Note, for those residues where \( d_i = 1 \), there is a direct match with the starting residue i.e. \( s'_i \) without the requirement for polarity matching. Hence \((1, 6)\) and \((1, 20)\) will have matches.

Table 2: Relative distance with polarity.

<table>
<thead>
<tr>
<th>( s'_i )</th>
<th>1</th>
<th>3</th>
<th>6</th>
<th>7</th>
<th>9</th>
<th>12</th>
<th>14</th>
<th>15</th>
<th>18</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>•</td>
<td>+</td>
<td>−</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>•</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>•</td>
<td>-</td>
<td>-</td>
<td>•</td>
<td>•</td>
</tr>
</tbody>
</table>

2 1 2 4 5 3 2 3 1

This matching is illustrated in Figure 4 where the concepts of levels and a Level Diagram are introduced. In this diagram, the relative equidistant residues are represented at the same Level. The \( i^{th} \) level is defined as \( Level_i = d_i \). Thus, if the distance \( d \) of a residue (e.g. 6 or 20) is 1, that residue is considered at \( Level_1 \). The residues at one particular level should only be compared with the level immediately above and will have a match if their polarities match with any of the residues in the level above. Hence, comparing 6 at \( Level_1 \) with 3, 7 and 15 at \( Level_2 \), we find that 6 only matches 3 but 6 will not match 7 and 15 due to the polarity mismatch. In Figure 4, the match between 6 and 3 is indicated by a solid arrow while the match of 20 with 7 and 15 is indicated by dotted arrow.

5.5. Missing Levels

ESA is robust enough so that it is valid even under the special circumstances where a protein sequence sometimes results in an orientation that has missing levels. Consider for example the condition where \( Level_i \) is missing in a binary string sequence, \( S = [101001001001] \). Figure 5 shows the corresponding conformation in the HP model, and Table 3 gives the coordinates and relative distances of the hydrophobic residues, from which it can be observed that there are only three TN. This is because residues 1, 3 and 9 all have just a single neighbour, namely 6, 6 and 12 respectively.

Table 3: Coordinates and distance of hydrophobic residues.

<table>
<thead>
<tr>
<th>( s'_i )</th>
<th>1</th>
<th>3</th>
<th>6</th>
<th>9</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x )</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>( y )</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>( d_i )</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

Figure 6: Missing levels resulting in two separate isolated stairs.

The corresponding Level Diagram is shown in Figure 6, which unlike that in Figure 4 actually reveals the existence of two separate Level Diagrams due to \( Level_1 \) being missing. Now, residue 1 matches with 6 residues directly. Also, 3 and 6 match due to their adjacent polarity. 9 and 12 have a match since they have same polarity. Residue 6 will not match however with 9 because they are residues in different Level Diagrams. This confirms that the new proposed ESA is still valid in these special
circumstances, with there being no need to compare the residue in one diagram with that of another.

5.6. Data Structure and Implementation of ESA

For implementing ESA, a $n \times 8$ grid of memory is allocated. The 8 columns represent the indices from 0 to 7 in order, which correspond to the encoded polarity values described in section 5.3. Using the same tabular format as in Table 2, the $(n-1)$ residues, excluding the starting residue, are re-mapped into the grid to facilitate fitness calculation. Further, it is assumed that each row is circular, so column 0 and 7 for example are adjacent. To traverse any row, two simple functions, namely next and previous are defined in the context of column numbering, so the previous column 7 is 6, while the next of column 7 is 0, or the next column of 0 is 1, so on. That is, for $i^{th}$ column the next $(i+1)^{th}$ column is calculated by the formula: $[(i+1) \mod 8]$, while to find the previous $(i-1)^{th}$ column, least significant 3 bits from the result of $(i-1)$ are taken.

To conceptualise this structure, the memory can be considered as being a cylindric configuration whose thickness equals 1 cell, perimeter had 8 cells and height has $n$ cells. For the sake of clarity, the Fitness Calculator Grid (FCG) is represented as a $n \times 8$ grid in Figure 7.

Algorithm 3: Extended ESA.

BEGIN
1. Initial values of all the cells of row 1 are set 1 and all others cells are set 0.
2. FOR i (2: n) DO
   x ← $d_i$ /* Refer Table 2 */
   y ← encoded value of polarity
   $FCG(x+1, y) ← FCG(x+1, y) + 1$
   $FCG(x+1, next(y)) ← FCG(x+1, next(y)) + 1$
   $FCG(x+1, previous(y)) ← FCG(x+1, previous(y)) + 1$
ENDFOR
3. $MatchCount ← 0$
   FOR i (2: n) DO
      x ← $d_i$
      y ← encoded value of polarity
      $MatchCount ← MatchCount + FCG(x, y)$
   ENDFOR
4. $MatchCount ← MatchCount − (Total \ number \ of \ concatenated \ H-H \ pairs)$
   $F ← (-1) * MatchCount$
END.

The ‘Total number of concatenated H-H pairs’ used in Step 4 is calculated once and remain constant for all the valid conformations of a particular chain. For example, in Figure 1 since $(6, 7)$ and $(14, 15)$ are the two concatenated H-H pairs, the total will be 2.

To minimize the amount of checking, the proposed approach does not differentiate between H-H interactions with TNs, with the number of actual TNs being found by deducting the number of concatenated H-H pairs count from the total match count.

Figure 7: Fitness Calculator Grid (FCG), demonstrating fitness computation.

The data structure and implementation can be illustrated by the example in Figure 7. Table 2 is re-mapped for fitness computation in a FCG, shown in Figure 7, where cell values of 0 are shown as blank for the sake of simplicity. With first pass of the tabular form of $(n-1)$ elements, the inputs of the cells of FCG are given and updated. With second pass of the tabular form of $(n-1)$ elements, matches are computed using FCG cell values. The computed matches are shown marked by dark circles, and their summation in the example is 11. Since the 2 concatenated pairs of H-H is included, the exact TN count will be $(11 - 2) = 9$. So, the fitness $F = -9$.

Generalising this example, it is clear that the number of operations will be $(n+1) + (n+1) = (2n - 2)$ and the space requirement is $8n$. 
6 COMPLEXITY ANALYSIS

In order to analyse the improvement in the computational efficiency of ESA, consider a sequence of \( m \) residues, with \( n \) hydrophobic residues where, \( m \geq n \) for obvious reason. The FSA is given by Algorithm 1. The time complexity of FSA (Algorithm 1) is \( O(n^2) \), while for Caching Approach, the number of operations are \((3n + m)\) and a lower bound of \( 4n \) operations where, \( m = n \).

The computational performance of the new ESA (Algorithm 2) requires in Steps 1 to 5, the relative lattice distances and polarities to be computed by comparing \((n-1)\) residues with respect to \( \{s_i'\} \). In Steps 6 to 9, all the matches are counted and from Section 5.6, it is clear that the \((n-1)\) elements are accessed twice in Steps 2 and 3. The order of time complexity is \( O(2n-2) = O(n) \). With respect to quadratic time complexity of FSA, ESA has linear time complexity. Compared to Caching Approach, the total saving in the number of operations in ESA that determines the lower bound (LB) is,

\[
\eta_{ea} = \left(1 - \frac{2n - 2}{4n}\right) \tag{7}
\]

Simplifying (7), we can write it as,

\[
\eta_{ea} = \left(1 + \frac{1}{2n}\right) \tag{8}
\]

That is, the reduction in number of operations is more than 50\%. The actual operations in the Caching Approach can be stated as,

\[
(3n + m), \text{ where } (3n + m) \geq 4n \tag{9}
\]

Therefore, generally speaking, the reduction in operations will be in reality, more than that stated in (8). The actual reduction will be,

\[
\eta_r = \left(1 - \frac{2n - 2}{3n + m}\right) \tag{11}
\]

The average case distribution of \( n \) over \( m \) can be shown to be,

\[
n = \frac{m}{2} \tag{12}
\]

Using (12) in (11), the reduction can written as,

\[
\eta_r = \left(1 - \frac{2n - 2}{5n}\right) \tag{13}
\]

Simplifying (13), we obtain,

\[
\eta_r = \left(1 + \frac{2}{5n}\right) \tag{14}
\]

From Eqn. (14), it can be clearly seen that the resultant saving is significantly more than 50\%.

For ESA, the space or memory requirement is \( 8n \). Therefore, the space complexity is \( O(n) \) in contrast to the Caching Approach in which complexity is quadratic as shown by (6). Using (12) in (6), the average space requirement for Caching Approach can be written as,

\[
(4n^2 + 8n + 4) \tag{15}
\]

Clearly, the above expression is quadratic in nature.

7 EXPERIMENTAL RESULTS

In this Section, the time complexity of FSA, Caching Approach and ESA are compared. As the comparison is essentially based on number of operations required to compute fitness function, the pre-processing time for each of the methods has not been included for calculating the time requirement. Those operations (for example, for the initialization of a 2D array with all 0s) that are hardware or compiler specific are not included as well. For the ESA, the operation can be summarised with only two operators namely \textit{write} and \textit{read} operations in FCG. In Step 2 of Algorithm 3, addition in three adjacent cells of \((x,y)\) can be summarised as the \textit{write} in cell \((x,y)\). The \textit{read} operation is used to read and add match count in Step 3. It must be noted that the three independent additions constituting \textit{write} operation can be implemented in parallel, which will speedup ESA further. Table 4 shows the time comparison, where Algorithm 3 is used for ESA. The column with the heading as CA indicates the relative time requirement of Caching Approach. The value of \( n \) is taken to be the average of 1000 times random occurrence of hydrophobic residues for any particular number of the total \( m \) residues. Each method is invoked 1000 times to avoid the zero or near zero measures and the time is measured in tick-count.

Additional space requirement for Caching Approach and ESA are dependent on \( m \) and \( n \) respectively. The symbols \( m \) and \( n \) respectively represent the total number of residues and total number of hydrophobic residues in a sequence. From Table 4, it is clear that the average distribution of \( n \) is approximately 50\%.
of \( m \), which supports the assumption given by (12). Therefore, for ESA the space requirement is \( 8n \) whereas for the Caching Approach the space requirement on the average is \( (4n^2 + 8n + 4) \), as expressed in (15).

Table 4: Time comparison of FSA, CA and ESA. Time is measured in 1000 tick-count, where 999 tick-counts are equal to 1 second in VB 6.0.

<table>
<thead>
<tr>
<th>( m )</th>
<th>( n ) (avg)</th>
<th>FSA</th>
<th>CA</th>
<th>ESA</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>9.98</td>
<td>30.65</td>
<td>49.26</td>
<td>34.03</td>
</tr>
<tr>
<td>60</td>
<td>30.09</td>
<td>329.73</td>
<td>148.17</td>
<td>109.65</td>
</tr>
<tr>
<td>100</td>
<td>49.69</td>
<td>941.47</td>
<td>249.64</td>
<td>186.15</td>
</tr>
<tr>
<td>140</td>
<td>69.56</td>
<td>1845.60</td>
<td>343.70</td>
<td>257.69</td>
</tr>
<tr>
<td>180</td>
<td>90.03</td>
<td>3127.35</td>
<td>434.42</td>
<td>335.34</td>
</tr>
<tr>
<td>220</td>
<td>110.00</td>
<td>4631.26</td>
<td>538.05</td>
<td>407.06</td>
</tr>
<tr>
<td>260</td>
<td>129.75</td>
<td>6449.18</td>
<td>633.96</td>
<td>481.17</td>
</tr>
<tr>
<td>300</td>
<td>150.04</td>
<td>8714.12</td>
<td>739.59</td>
<td>559.98</td>
</tr>
<tr>
<td>340</td>
<td>169.74</td>
<td>11318.65</td>
<td>838.49</td>
<td>634.24</td>
</tr>
</tbody>
</table>

8 CONCLUSIONS

This paper presents a new efficient search algorithm (ESA) for fitness computation. In comparison to the full search algorithm, ESA eliminates redundant comparisons and exploits the intrinsic relationship between various indexed groupings with respect to the HP model. The order of time complexity for ESA is \( O(n) \) compared to \( O(n^2) \) for FSA. Compared to the Caching Approach, the time complexity is less. Further, the space complexity of ESA is linear whereas for Caching Approach it is quadratic. This improvement in time complexity is significant as it enables efficient computations of the protein folding prediction algorithm that uses, for example a genetic algorithm, since the fitness function is repeatedly computed to test the fitness of a particular amino acid chain sequence.
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